
Dark Side AI Watchlist

OpenAI (GPT, DALL·E, Codex)

Originally founded as an open-source initiative, now closely tied to Microsoft. Concerns include

lack of transparency, closed models, and speculative alignment risks.

Link: https://openai.com

Anthropic (Claude)

Founded by ex-OpenAI staff, claiming 'Constitutional AI' safety. However, it remains a

black-box model with significant corporate and military backing.

Link: https://www.anthropic.com

Meta AI (LLaMA, Galactica, Ego4D)

Known for exploiting personal data. Meta's AI models are trained on massive social data,

raising major red flags around privacy and manipulation.

Link: https://ai.meta.com

Palantir

AI for predictive policing and surveillance. Deep ties to military and intelligence sectors. Used

by governments to monitor populations.

Link: https://www.palantir.com

Anduril Industries

Specializes in autonomous drones and battlefield AI. Works closely with US military and

defense. Ethically concerning applications.

Link: https://www.anduril.com

Boston Dynamics / DARPA AI

Robots like Atlas are now tested for military use. Combined with AI, this raises ethical alarms

about weaponization and autonomy.

Link: https://www.bostondynamics.com
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X.AI (Elon Musk)

Marketed as 'TruthGPT' but driven by reactionary motives. With political influence and personal

ambition, ethical neutrality is doubtful.

Link: https://x.ai

SenseTime / Hikvision (China AI)

Leaders in facial recognition and social control systems. Accused of supporting ethnic profiling

and mass surveillance in China.

Link: https://www.sensetime.com
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